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Resumen

Los datos biométricos como el rostro, la voz o las huellas dactilares son vulnerables a ataques con
herramientas de inteligencia artificial (IA), ya que contienen caracteristicas irremplazables en un
individuo. Este trabajo presenta la aplicacién de una técnica de anonimizacion facial basada en
face swapping y la eliminacion del fondo de las escenas en videos para proteger la privacidad de
los participantes que aparecen en el dataset experimental LSM-VMX, el cual consta de 180 sefas
de la Lengua Mexicana de Seinas (LSM). El proceso de anonimizacién ha sido desarrollado en
Python para generar un cambio de rostro de los participantes empleando el modelo
inswapper_128, mientras que la eliminacion del fondo de las escenas se ha realizado mediante la
libreria de rembg de U2Net. Para probar la funcionalidad de los videos modificados, se entrenaron
modelos basados en MediaPipe y una maquina de soporte vectorial (SVM) empleando los videos
del dataset A (original) y del dataset B (modificado) para generar un modelo de reconocimiento de
sefas LSM, los resultados mostraron que la exactitud (accuracy) promedio para los datasets Ay B
fue de 0.975 y 0.983, respectivamente, lo cual demuestra que los cambios no repercutieron en el
desempeno del modelo. Por otra parte, se ejecutaron pruebas de simetria facial para revisar que el
proceso de anonimizacion fuera exitoso, empleando el modelo de VGG-face y la métrica SSIM, los
resultados arrojaron que los rostros mostrados en el dataset B eran distintos a los del dataset A.

Palabras Clave: Datos biométricos, Lengua de Sefias Mexicana, privacidad, datasets,
anonimizacion, ética de la inteligencia artificial.

Abstract

Biometric data such as face, voice, and fingerprints are vulnerable to attacks using artificial
intelligence (Al) tools, as they contain irreplaceable characteristics of an individual. This work
presents the application of a facial anonymization technique based on face swapping and
background removal from video scenes to protect the privacy of participants appearing in the LSM-
VMX experimental dataset, which consists of 180 signs of the Mexican Sign Language (LSM). The
anonymization process was developed in Python to generate a face swap of the participants using
the inswapper_128 model, while the background removal of the scenes was performed using the
U2Net rembg library. To test the functionality of the modified videos, models based on MediaPipe,
and a support vector machine (SVM) were trained using the videos from dataset A (original) and
dataset B (modified) to generate an LSM sign recognition model, the results showed that the
average accuracy for datasets A and B was 0.975 and 0.983, respectively, which demonstrates that
the changes did not impact the performance of the model. Furthermore, facial symmetry tests were
run to check that the anonymization process was successful, using the VGG-face model and the
SSIM metric, the results showed that the faces shown in dataset B were different from those in
dataset A.

Keywords: Biometric data, Mexican Sign Language, privacy, datasets, anonymization, artificial
intelligence ethics.
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1. Introduccion

En la actualidad, la masificacion de dispositivos electrénicos con la capacidad de adquirir imagenes
y video ha permitido que grandes volumenes de este tipo de datos estén disponibles en diversas
plataformas en internet (redes sociales) (Nesterova, 2020). Debido a la falta de leyes que
garanticen la privacidad de estos datos (Sanchez, 2020), todo el contenido relativo a exposicion de
datos biométricos en redes publicas es un blanco potencial para ser explotado por entidades
maliciosas, cuyo objetivo principal es hacer mal uso de las caracteristicas biométricas disponibles
(Kumar et al., 2024), empleando algoritmos avanzados de IA es posible extraer los rasgos
biométricos Unicos o comportamientos conductuales para ejecutar acciones como suplantacion de
identidad (Lee et al., 2023).

Debido al desarrollo intensivo de algoritmos en el area de la visién por computadora y la IA para
realizar tareas como clasificacion y reconocimiento de objetos, para su uso en diversas areas de la
ciencia, industria y actividades cotidianas, han permitido extraer distintas caracteristicas y
parametros sobre los objetos de estudio (Voulodimos et al., 2018). Estos algoritmos de IA
generalmente emplean grandes volumenes de datos ordenados, a los cuales se les conoce como
datasets. Los datasets contienen objetos digitales agrupados en distintas clases semanticas, que
pueden ir desde archivos de audio hasta imagenes y video (Goodfellow et al., 2016). Con la
aparicion de conceptos como el modelo del metaverso y el desarrollo de modelos de IA generativa
se ha incrementado el riesgo de un uso inadecuado de datos biométricos, los cuales no pueden ser
modificados fiscalmente en las personas (Far & Rad, 2022).

Diversas aplicaciones de seguridad se han centrado en emplear distintos tipos de datos
biométricos, (Chowdhury & Imtiaz, 2022), pero su recopilacion conlleva riesgos significativos de
privacidad que pueden derivar en robo de identidad y otras formas de dafio si no se gestionan
adecuadamente (Gichoya et al., 2023; Ciocca et al., 2023). Para proteger la informacion biométrica
relacionada con rasgos faciales existen distintos métodos, entre los que se encuentran los de
ofuscacion directa, los cuales incluyen la pixelacién, el desenfoque y el enmascaramiento
(Puussaar et al., 2017), aunque estas modificaciones provocan de forma irreversible la perdida de
informacion (Hukkelas et al., 2019; Blanton & Murphy, 2024, 2020; Hanisch et al., 2025).

Generalmente para la evaluacién de los procedimientos de proteccion de datos biométricos se
emplean las siguientes métricas.

e Meétricas de anonimato. Verifican que el anonimato es completo, entre las que se
encuentran los k-anonimato a otros cuasi-identificadores (ropa, fondo, etc.) (Sweeney,
2002).

e Riesgo de reidentificacién. Busca verificar la identificacion facial mediante ataques de
reidentificacion basados en otras sefiales contextuales (Tanuwidjaja et al., 2020).

e Utilidad de los datos. Se basa en evaluar de forma preliminar entrenando un modelo base
de reconocimiento de sefias sobre el dataset anonimizado.

e Consistencia y fidelidad visual. Evaltua cualitativamente la fluidez de las transiciones y el
realismo de los rostros anonimizados, aplicando métricas cuantitativas como SSIM
(Structural Similarity Index) (Wang et al., 2004) o FVD (Ciftci et al., 2023).

En este contexto, la importancia de los datasets permite generar diversas aplicaciones, entre las
que encuentra la deteccion de la lengua de sefias, debido a que en el mundo existen mas de 475
millones de personas con deficiencias asociadas a la audicién y al habla (FMS) (OMS, 2021; FMS,
2025).
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En México hay mas de 2.3 millones de personas con problemas de la audicion y del habla, de este
grupo de personas miles de ellas emplean la Lengua Mexicana de Sefias para comunicarse,
(INEGI, 2021), aunque existe una barrera digital significativa debido a la escasez

de datasets de video de alta calidad y a gran escala, lo cual dificulta el desarrollo de sistemas de
interpretacion automatica (Rastgoo et al., 2021), a diferencia de otras lenguas de sefias como la
Americana (ASL) o la Britanica (BSL).

Aunque en la actualidad se han desarrollado diversos esfuerzos para crear datasets para la LSM
(Rodriguez et al., 2025; Martinez-Sanchez et al., 2023; Lara-Ortiz et al., 2025; Espejel et al. 2024:
Trujillo-Romero et al., 2023), adn sigue siendo una tarea pendiente, el desarrollo de un dataset
solido que permita crear modelos altamente eficientes en tareas de comunicacion bidireccional,
entre signantes y parlantes, asi como la integraciéon de una serie de procedimientos que garantice
la proteccion de datos biométricos contenidos en él. Por tal motivo, esta investigacion presenta una
metodologia enfocada a determinar la viabilidad del proceso de anonimizacion de los participantes
que se encuentran en un dataset experimental denominado como LSM-VMX, basandose en la
modificacidn de rostros para la proteccion de datos biométricos, asi como la eliminacién del fondo
de las escenas para descontextualizar el escenario en donde se ejecutd la grabacion,
disminuyendo la probabilidad de una reidentificacion, asi como eliminar ruido para el algoritmo de
deteccion de sefas.

En la siguiente seccion se presentan investigaciones dedicadas a la proteccion de datos
biométricos empleando diversas técnicas de anonimizacion.

2. Estado del Arte

El proceso de anonimizacion es un campo de estudio ampliamente estudiado, en diversas investigaciones se
puede observar el uso de técnicas orientadas al reemplazo de rostros, como en Zhu et al. (2021) propusieron
MegaFS, el cual es un método para el intercambio de rostros en alta resolucion a nivel de megapixeles
utilizando una representacion jerarquica de rasgos faciales. Por su parte, Liu et al. (2023) presentaron
DeepFacelLab, un marco de trabajo flexible e integrado que facilita a los usuarios la creaciéon de deepfakes de
alta calidad, buscando mejorar la fidelidad. En Groshev et al. (2022) desarrollaron GHOST, un enfoque que
perfecciona arquitecturas existentes mediante una funcién de pérdida basada en los ojos y estabilizacion de
video, mientras que Huang et al. (2024) se centraron en la preservacion de la identidad del rostro fuente a
través de modelos generativos de sustitutos duales. La investigacion de Xu et al. (2022) presenta el disefio de
un marco unico tanto para la recreacion facial como para el intercambio, basado en la separacion de identidad
y atributos. En Xu et al. (2022) se introdujo MobileFaceSwap, el cual es un sistema ligero para el intercambio
de rostros en video en tiempo real en dispositivos moviles.

En Huang et al. (2023) abordaron la deteccién mediante un método que identifica inconsistencias entre la
identidad explicita e implicita de un rostro, mientras que Ding et al. (2021) exploraron la anti-forensia,
creando un modelo para generar videos que engafien a los detectores. En Perea- Trigo et al. (2025),
utilizaron el reemplazo de rostros como técnica para el aumento de datos para mejorar significativamente la
precision de los modelos de reconocimiento de lengua de signos.

En las técnicas relativas a la privacidad diferencial se tienen distintos trabajos como en Dong, Roth, y Su
(2022) propusieron la privacidad diferencial gaussiana (GDP por sus siglas en inglés), la cual facilita el analisis
de la composicion de algoritmos privados y la interpretacion de sus garantias. En Yao et al. (2024)
implementaron un marco con privacidad diferencial para proteger la autenticacion de identidad mediante
reconocimiento facial en sistemas de entrega con drones. Por otra parte, Bozkir et al. (2021) abordaron las
vulnerabilidades en los datos de seguimiento ocular, proponiendo un mecanismo de privacidad diferencial que
maneja las correlaciones temporales para proteger la informacién biométrica en dispositivos de realidad virtual
(RV) y realidad aumentada (RA). En Rot et al. (2023) desarrollaron el sistema PrivacyProber, capaz de
evaluar y revertir técnicas de mejora de la privacidad en datos biométricos faciales. En Hassanpour et al.
(2022) desarrollaron una metodologia para aplicar la privacidad diferencial al aprendizaje continuo, logrando
un equilibrio entre la privacidad y la utilidad del modelo.
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En Sharma, Das, y Chaudhury (2025) desarrollaron un sistema descentralizado basado en realidad extendida
(XR, por sus siglas en inglés) y un criptosistema biométrico hibrido para la visualizacién segura y colaborativa
de datos médicos en 3D. En Jeremiah et al. (2024) propusieron PrivacyGuard, la cual es una arquitectura
colaborativa para la anonimizacion facial en grabaciones de CCTV. Por su parte, Jamil y Jamil (2024)
presentaron un enfoque dual denominado IncepX- Ensemble, se encarga de realizar el reconocimiento étnico
y la anonimizacion facial. El trabajo de Mishra, Pagare, y Sharma (2025), desarrollaron un método hibrido que
combina PNL (procesamiento del lenguaje natural) basado en reglas y aprendizaje automatico para detectar y
anonimizar con precision informacién personal identificable en documentos financieros.

Finalmente, en Xu et al. (2024) disefiaron un esquema de anonimizacioén reversible para imagenes faciales
utilizando aprendizaje ciclico, lo que permite desidentificar los datos para proteger la privacidad y
reidentificarlos de forma segura cuando sea necesario.

Los trabajos presentados en el area de la anonimizacién se han desarrollado diversos métodos que van
desde el reemplazo de rostros, pasando por la privacidad diferencial, hasta la combinacion de plataformas
hibridas basadas en la nube y métodos que garantizan la reversibilidad de este proceso de forma segura. En
la siguiente seccion se presenta una metodologia para la anonimizacion de un dataset experimental de la
LSM, con la finalidad de analizar la viabilidad de la proteccién de datos biométricos sin perder las
caracteristicas esenciales de los movimientos que permita generar modelos de IA para el reconocimiento del
lenguaje de sefias LSM.

3. Metodologia

En el presente capitulo se detalla el proceso metodoldgico de esta investigacion, el cual se centra
en la construccion de un dataset experimental de la LSM denominado como LSM-VMX. Este
dataset servira para corroborar los efectos de la implementacion de face swapping, y comparar el
rendimiento en el proceso de evaluacion de cada modelo generado (videos originales versus
modificados), empleando las métricas de desempefio de exactitud, puntuacion F1, entre otras. En
la Figura 1 se muestran las etapas de la metodologia empelada para llevar a cabo la modificacion
de rostros en datasets.

N Generaciéon i6
Definicion de clases L y Ano.tacp'n y
recoleccion de validacién
videos
NAanctriinniAn AAl AAatAacAat A
Transferencia de Eliminacion de fondo Verificacion de
datos del dataset A calidad
Ejecucion de face Validacién de datos
swabbina
Construccion del dataset B
Entrenamiento de Comparativa de
modelos resultados

Andlisis de resultados

Figura 1. Flujo metodoldgico para el proceso de anonimizacion de videos
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El flujo metodolégico expresado en la Figura 1 cuenta con 3 etapas importantes, las cuales son: la
construccion de dataset A y B, y el analisis comparativo.

e Definicion del dataset A:

1.

Definicion de clases. Se seleccionaron 180 sefias de uso frecuente en la LSM,
agrupadas en 9 categorias semanticas: animales, colores, preguntas comunes,
saludos y despedidas, prendas de vestir, objetos de casa y oficina, digitos y letras.
Generacion y recoleccion de videos. Se reclutaron 10 personas para realizar las
sefas. Ademas de las grabaciones controladas, se incluyeron videos extraidos de
internet con licencia para reproduccién para aumentar la diversidad de signantes y
entornos.

Anotacion y validacion. Cada video fue etiquetado con la glosa en espafiol, la

categoria semantica y si la persona que grabé el video pertenece la sexo
masculino o femenino. El dataset final contiene 3600 videos.

e Construccion del dataset B:

4.

Transferencia de datos del dataset A. Terminando el proceso de construccién de
dataset A se procede a transferir una copia de este, sin modificar los nombres de
los videos contenidos en las clases.

Eliminacion de fondo. Los videos MP4 del dataset B son modificados para eliminar
el fondo, limitando la posibilidad del reconocimiento del lugar en donde se realizé
la escena, asi como eliminar ruido que afecte el algoritmo de reconocimiento de
sefias.

Verificacion de calidad. De manera manual y visual se verifica que los videos a los
que se les ha eliminado el fondo no presenten aberraciones visuales.

Ejecucion de face swapping. Una red neuronal convolucional (CNN) se encarga de
detectar de la segmentacion del rostro, para posteriormente emplear una imagen
de reemplazo (dependiendo del sexo del participante), en este caso, el rostro de
reemplazo debe de ser una figura publica o generada por IA.

Validacién de datos. Los videos son revisados manualmente para comprobar que
no presente anomalias visuales que impidan su reproduccion o aparicion de ruido
por la eliminacién del fondo.

e Comparativa de resultados:

9.

Entrenamiento. Los modelos son entrenados por el algoritmo MediaPipe (Lugaresi
et al., 2019) y SVM (support vector machine). Al terminar el proceso se obtienen
los resultados de las métricas de exactitud, precision y recuperacion.

10. Analisis de resultados. Se verifica el rendimiento de los modelos para determinar si

los cambios de eliminacion de fondo y cambio de rostro no han provocado
modificaciones sensibles en la interpretacion de las sefias, asi como el calculo de
la posibilidad de la identificacion de las personas que han pasado por un proceso
de anonimizacion digital.
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El Algoritmo 1 presenta el proceso de face swapping y eliminacion de escenas de fondo. De forma
general, se instalan las dependencias insightface, onnxruntime, rembg y opencv-python,
posteriormente se emplea un modelo inswapper_128.onnx para el intercambio de rostros, se
cargan las direcciones de los videos y los rostros modelos, los videos entran en un ciclo para su
procesamiento y finalmente se crean nuevas carpetas para generar el dataset B.

Algoritmo 1. Modificacién de videos para proteccion de datos

1. Inicio

2. Instalar las dependencias vision por computadora.

3. Descargar el modelo face_swapper de modificacién de rostros de rostros.

4. Definir las rutas del rostro_modelo (la nueva cara, de dominio publico y relacionada
con el sexo del participante) y el video de destino (del dataset LSM-VMX).

5. Cargar en memoria la libreria rembg para la eliminacion de fondo.

6. Ciclo para cada cuadro del video:

= |dentificacion del objeto.
= Segmentacion del fondo de la escena.
»  Generacion del canal alfa.
= Almacenamiento de video_intermedio.
7. Cargar en memoria los modelos de IA para el analisis y el intercambio facial.
8. Procesar la imagen de origen para extraer el rostro_modelo que se utiliza para el
reemplazo.
9. Leer el video de destino cuadro por cuadro y configurar un archivo de video para
guardar el resultado.
10. Ciclo para cada cuadro de video intermedio:
» Se detectan todos los rostros en el cuadro actual.
= Sise detectan rostros, el modelo face _swapper reemplaza cada rostro
detectado con el rostro_modelo.
» Sino se detectan rostros, el cuadro se mantiene sin modificar.
= Eliminar fondo de las escenas.
= El cuadro (original o modificado) se escribe en el archivo de video de

salida.
11. Procesados todos los cuadros, se libera la memoria y se guarda el video final en
dataset B.
12. Fin

El Algoritmo 2, presenta los pasos a desarrollar para la evaluacion del modelo original y del modelo
que recibid los video modificados. Este algoritmo se divide en 3 etapas, en la etapa 1 para cada
dataset (original y modificado) emplea MediaPipe para analizar cada fotograma de cada video y
detectar los 21 puntos clave de la mano. Posteriormente, se normalizan estos puntos tomando la
mufieca como punto de referencia (el punto cero). Al final, cada video se convierte en un vector
que representa matematicamente la sena.
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Algoritmo 2. Entrenamiento de modelos de datasets
1. Inicio
2. Inicializar una lista vacia para los puntos clave del video.
3. Para cada fotograma del video (hasta un limite de 30):
e Detectar los 21 puntos clave de la mano usando MediaPipe.
e Sise detecta una mano, normalizar las coordenadas de todos los puntos
restandoles las coordenadas de la mufeca.
4. Anfadir los puntos normalizados a la lista del video.
5. Aplanar todos los puntos clave del video en un unico vector numeérico.
6. Almacenar todos los vectores numéricos (x) y sus etiquetas correspondientes (y).
7
8
9

Dividir el conjunto de datos (x, y) en un 80% para entrenamiento y un 20% para pruebas.
Definir una serie de hiperparametros a probar para el SVM (valores de C y gamma).
Utilizar grid search con validacién cruzada sobre los datos de entrenamiento para
encontrar la combinacion de hiperparametros que genere el modelo mas preciso.

10. Usar el modelo mejor evaluado para hacer predicciones sobre los datos de prueba.

11. Calcular y guardar las métricas de rendimiento: reporte de clasificacion (precision, recall,
y puntuacion F1).

12. Fin

Al finalizar el proceso de comparacion entre ambos modelos se realiza un ciclo encargado de
analizar el proceso de comparativo entre los videos del dataset A y el dataset B mediante el
empleo de SSIM, debido a que es una métrica ampliamente eficaz para para determinar las
diferencias entre imagenes.

En la siguiente seccion se presentan los resultados al emplear la metodologia mencionada en esta
seccion, con la finalidad de comprobar la vialidad de agregar proteccién a los datos biométricos
(rostro) contenidos en videos para datasets publicos.

4. Resultados y Evaluacion

En este apartado se describe el proceso empleado para el desarrollo de las pruebas a la
metodologia del proceso de anonimizacion de lo videos contenidos en el dataset LSM-VMX. En la
Tabla 1 se presentan las condiciones experimentales para el desarrollo de las pruebas.

Tabla 1. Elementos considerados para el proceso de experimentacion

Elementos considerados Descripcion
Software Python 12
Google Colab

Modelo pre-entrenado inswapper 128.onnx
Libreria rembg

Hardware Computadora de escritorio iMac M4 con 16 GB de RAM y 256 GB
de almacenamiento
Dataset Conformado por 9 categorias semanticas: animales, colores,

preguntas comunes, saludos y despedidas, prendas de vestir,
objetos de casa y oficina, digitos y letras

Métricas de desempefio - Exactitud, precision, puntuacién F1 y mAP@Q0.5 para los modelos
generados para reconocimiento de sefas.

- SSIM y VGG face para comprobacion de diferencias
estructurales con el cambio de rostros.

C3-8


mailto:mAP@0.5

El proceso de anonimizacién se ha ejecutado en 4 etapas, la primera etapa ha consistido en la
eliminacioén del fondo de los videos del dataset A, esta etapa se ha ejecutado en el computador
iMac debido a su efectividad y velocidad para la eliminacion de fondos, la segunda etapa se

ejecutd en una maquina virtual de Google Colab para aprovechar la potencia de calculo de la GPU
disponible para el proceso de face swapping y solventar problemas de compatibilidad con algunas
libreria del proceso de face swapping. La tercera etapa ha consistido en realizar el entrenamiento
de los modelos, empleando la libreria de MediaPipe en combinacién de una SVM, empleando los
datos de los datasets A y B. Finalmente, la cuarta etapa consistio en la evaluacion de las métricas
de desemperio de los modelos, empleando exactitud, precisién, puntuacién F1 (Jacob et al., 2021)

y mAP@Q0.5 (Everingham et al., 2010) para que los resultados sean comparados entre ambos
modelos, y verificar las diferencias entre ambos. Las ecuaciones para calcular la exactitud (1),

precision (2), puntuacién F1 (3), SSIM (4), SSIM de fotograma medio (5) y SSIM facial medio (6) se

presentan a continuacion.

Donde:
. TP+ TN
Exactitud =
TP+ FP+ FN+ TN
T TP
Precision =
TP+ FF

Precision x Exhaustividad
F1=2

X Precision + Exhaustividad
(Cpepy + C1)(20x + C2

L B A L =S T B S )

SSIM(x.v) =
X

¥ 1 x V. 2
SSIM de fotograma medio =1 Y Vtetal 1 3 .
Vit =1 M; i=1 fotograma.ij
SSIM facial medio=_1 }Vtotal ELE“] s F
Veotar 171 0, =t rostro,ij

Verdadero positivo (TP). El modelo predijo correctamente la clase positiva.

Falso positivo (FP). El modelo predijo incorrectamente la clase positiva (error de tipo I).

Falso negativo (FN). El modelo predijo incorrectamente la clase negativa (error de tipo II).

Verdadero negativo (TN). El modelo predijo correctamente la clase negativa.

1 s la media de todos los valores de pixeles en la imagen x.
1y es el promedio (media) de todos los valores de pixeles en la imagen y.
oz es la varianza de la imagen x.

o2 es la varianza de la imagen y.

ox Y 0y son las desviaciones estandar.

oxy €s la covarianza entre las imagenes x y y.

C1y C2 son constantes contantes para evitar la division entre 0.
M son pares de fotogramas

S es el valor de SSIM de los fotogramas pares

Vot total de videos.

M; fotogramas analizados

0j es el numero de pares de rostros analizados exitosamente en el video j
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En la Figura 2 a) y Figura 2 b) se presentan los rostros empleados para ejecutar el face swapping,
tomando en cuenta si eran hombre o mujeres los sujetos aparecen en los videos originales, debido
a que los rasgos morfolégicos entre los participantes de diferentes sexos cambian, en este caso se
han elegido la figura publica como Salma Hayek y Fernando Colunga.

Rostro de reemplazo para mujeres Rostro de reemplazo para hombres

3 - \ 'h
a) Rostro de Salma Hayek b) Rostro de Fernando Colunga
Figura 2. Rostros empleados para realizar face swapping en los video disponibles en el dataset

La Tabla 2 muestra los resultados obtenidos al evaluar los modelos generados empleando los
datasets A y B, donde es posible ver que las diferencias entre los resultados obtenidos no son
significativas, debido a que los cambios realizados por la eliminacion del fondo y del rostro no han
afectado los movimientos que se observan en los videos, esto se puede observar en los puntajes
obtenidos en las métricas de exactitud, puntuacion F1 y precision, donde las diferencias entre los
modelos se encuentran en el orden de céntimas de unidad. A pesar de altos puntajes obtenidos en
las pruebas, se puede inferir que existe un sobreentrenamiento en ambos modelos, este fendmeno
sera abordado en futuras iteraciones mediante el incremento de una mayor cantidad de videos
para cada clase, ya que el objetivo principal de este estudio es evaluar las diferencias resultantes
de la aplicacién del proceso de anonimizacién mediante la modificacion de rostros y la eliminaciéon
del fondo de las escenas.

Tabla 2. Comparacién de resultados al evaluar los modelos obtenidos de los dataset A y B de
deteccion de sefias basandose en el dataset experimental LSM-VMX.

Tipo de modelo Exactitud Puntaje F1 Precision
Basado en dataset original 0.975 0.971 0.976
Basado en dataset modificado por 0.973 0.978 0.983
eliminacion de fondo y swapping
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En la Figura 3 a) se presenta el video de la sefia alacran sin modificaciones, mientras que en la
Figura 3 b) se muestra el video con el proceso de anonimizacién con respecto al fondo y la
modificacion del rostro del participante, por otra parte, en las Figuras 3 ¢) y Figura 3 d) se
presentan dos extractos de la sefia amarillo, en estas es posible identificar que el proceso de
anonimizacion ha modificado la calidad de video, aunque es importante sefalar que el reemplazo
del rostro se realiz6 exitosamente, pero no se presentan algunos detalles visuales que contrastan
con respecto a los de la Figura 3 b), donde el proceso de reemplazo y eliminacién de fondo se han
logrado sin dejar rastro de la eliminacion del fondo principal.

Finalmente en las Figura 3 e) y Figura 3 f) y Figura 3 g) y Figura 3 h), el participante seleccionado
es un hombre que realiza las sefias avestruz y agua, respectivamente, donde es posible observar
que en los video de los incisos fy h de la Figura 3, el reemplazo de rostro se logré de manera
exitosa, aunque en el inciso h, es posible observar que existe en el fondo un elemento que no se
elimino del todo, aunque el movimiento ejecutado respecto a la sefia no presenta ninglin cambio
en relacion al video original, demostrando el éxito de la técnica de face swapping aplicada.

Video con face swapping
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Video original Video con face swapping

c) Sena amarillo d) Sefia amarillo

e) Avestruz ) f) Sefia avestruz

g) Sefia agua h) Sefia agua
Figura 3. Resultados comparativos entre los resultados del dataset A versus dataset B

La Tabla 2 muestra los resultados respectivos al analisis efectuado al momento de calcular la
distancia promedio facial mediante el modelo VGG-Face. El método propuesto para el reemplazo
de rostro mediante face swapping ha cumplido con el objetivo de anonimizacion, debido a que el
valor obtenido en la métrica de distancia facial ha permitido determinar que la morfologia de rostro
es completamente diferente, tomando en cuenta las pruebas ejecutadas por el modelo VGG-Face
al considerar que la distancia entre rostros es mayor a 0.40. Al analizar el resultado de la
evaluacion de la métrica SSIM facil medio es posible verificar que ha cambiado completamente sin
dejar rastros estructurales con respecto a los originales con un puntaje menor a 0.290 puntos. El
SSIM de fotograma medio demuestra que el proceso de eliminacién de fondo y cambio de rostro
ha cambiado completamente la escena original, teniendo en cuenta que el valor obtenido es
inferior a 0.320 y considerando que lo valores aceptables del SSIM para indicar que una escena es
similar a la otra varia entre 0.9 y 1.0, siendo 1.0 el puntaje que indica que los elementos
comparados son idénticos. Por otra parte, es posible determinar que técnicamente la identificacion
del espacio en donde se grabé el video no es identificable, dando como resultado un incremento
en la privacidad de la escena.
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Tomando en cuenta las métricas del rendimiento de modelo de reconocimiento de sefas con las
métricas de los modelos de |A es posible afirmar que no existen cambios significativos en el
desempeid entre el modelo generado empelando el dataset A o el modelo generado empleando el
dataset B. Ademas, el proceso de eliminacion de fondo ha creado diferencias visuales importantes
entre los videos, ademas de contribuir ligeramente a obtener desempefio favorables en el puntaje
F1 y en la precision, sumado a la incorporacion de la modificaciéon del rostro.

Tabla 2. Comparacioén de valores de métricas de rendimiento en el proceso de anonimizacion

Distancia facial promedio SSIM facial medio SSIM de fotograma promedio
calculada con VGG-Face
0.7312 0.2840 0.3149

Si bien, el proceso de anonimizacién ha sido exitoso, el principal desafio que se ha encontrado al
analizar los resultados obtenidos es el equilibrio entre una privacidad robusta y la maxima utilidad
de los datos, ademas de que en fases futuras sera necesario implementar etapas de matizado y
texturizacién sobre las zonas donde empieza el proceso de cambio de rostro, asi como la
evaluacion adaptacion de enfoques de fuentes de iluminacion para crear una sensacion de que el
video no presenta modificaciones, tomando en cuenta procesos como los seguidos en las
investigaciones de la Zhu et al. (2021) y Liu et al. (2023). Por otra parte, el enfoque de la presente
investigacion es novedoso desde la perspectiva de resguardar la privacidad de los datos
biométricos en videos referentes a lenguas de signos, en este caso para la LSM, aunque existen
propuestas que han basado su metodologia para el entrenamiento de modelos de lenguas de
signos como se muestra en Perea-Trigo, et al. (2025) con el objetivo de incrementar los videos
disponibles y su viabilidad en el proceso de entrenamiento. El proceso de face swapping demostré
ser eficaz, pero se tiene que tomar en cuenta que la robustez de cualquier técnica de
anonimizacion frente a ataques de reidentificacion en constante evolucién es una posibilidad que
debe de ser tomada en cuenta (Wenger et al., 2022).

Como se ha observado en el analisis de los resultados numéricos y visuales del proceso de
anonimizacion del dataset LSM-VMX, se ha cumplido con el objetivo de anonimizar a los
participantes y lograr que los datos generados preserven sus caracteristicas esenciales para lograr
modelos de IA utiles en el reconocimiento de sefas.

El proceso de creacion y distribucion de datasets con datos biométricos implicitos o explicitos
plantea desafios complejos desde la perspectiva ética y legal, por tal motivo este trabajo ha
abordado el principio de la privacidad como parte fundamental del ciclo de vida del dataset
(Cavoukian, 2011). Si bien es cierto que en México las leyes sobre proteccién de los datos
biométricos no estan ampliamente desarrolladas, como se estipula en regulaciones como el GDPR
en Europa, la CCPA en California y la emergente Ley de IA de la UE (Voigt & von dem Bussche,
2017; European Parliament, 2024), este trabajo aboga por un manejo proactivo de la privacidad de
los datos publicos que se encuentran disponibles en medios publicos, los cuales se encuentra
disponibles para todo tipo de publico, bajo este contexto, las personas que emplean estos datos
no declaran la finalidad del uso de este tipo de informacidn generando incertidumbre sobre el uso
que se le dara, pero mediante el anonimato de los participantes en este tipo de datasets se reduce
la posibilidad de un mal uso de este tipo de datos. Los resultados obtenidos en esta investigacion
representan un punto de partida para el desarrollo de nuevas propuestas para garantizar la
integridad de los datos biométricos que se encuentran disponibles de forma publica en internet
relativos a la LSM, asi como dar pauta nuevos desarrollos que permitan generar nuevos datasets
en donde la informacioén biométrica no se vea comprometida.
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6. Conclusiones

Este trabajo se ha centrado en demostrar la viabilidad de la implementacién de un proceso de
anonimizacion para el reemplazado de rostros mediante face swapping en videos provenientes de
un dataset experimental de sefias LSM. Los resultados han indicado que al momento de entrenar
los modelos de reconocimiento de sefias LSM demostraron que técnicamente no existe diferencia
significativa entre los resultados obtenidos al evaluar los modelos con las métricas de exactitud,
precision y score F1, debido a que las variaciones estan en orden de céntimas de unidad, asi como
valores de SSIM facial medio para SSIM por fotograma promedio son inferiores a 0.31 puntos,
indicando diferencias drasticas entre los videos originales y los videos modificados en el proceso
de anonimizacion.

De acuerdo con lo observado durante la ejecucion de las pruebas, es posible verificar que los
rasgos morfolégicos de los rostros empleados se adecuan limpiamente a los rostros que no
presentan alguna modificacién, siendo factible el empleo de face swapping para proteger la
identidad de las personas con respecto a la exposiciéon de sus rasgos biométricos mas sensibles a
usurpacion, tomando en cuenta que la eliminacion del fondo de las escenas beneficio ligeramente
los resultados de las métricas de puntaje F1 y precisién, ademas de que los datos obtenidos son
100% utiles para generar modelos de reconocimiento de sefias LSM.

Trabajo Futuro

Como trabajo a futuro se proponen dos vertientes a ejecutar en paralelo, en primera instancia, se
extendera el proceso de anonimizacion para cambiar el color de la vestimenta, el fondo para crear
otro tipo de escenario, asi como la eleccion de un rostro de reemplazo que se ajuste al del
participante en video de manera automatica de acuerdo a su morfologia especifica, en segunda
instancia, se desarrollara un sistema con la capacidad de generar avatares que permitan replicar
las sefias LSM contemplando gestos faciales y manuales, con la finalidad conformar un dataset
para el entrenamiento de modelos de IA con altos niveles de exactitud.
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